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Abstract. Text summarization is an important problem since it has numerous
applications. This problem has been extensively studied and many approaches
have been pro-posed in the literature for its solution. One such interesting ap-
proach is that of posing summarization as an optimization problem and using
genetic algorithms to solve this optimization problem. In this paper we present
elegant randomized algorithms for summarization based on sampling. Our ex-
perimental results show that our algorithms yield better accuracy than genetic
algorithms while significantly saving on time. We have employed data from
Document Understanding Conference 2002 and 2004 (DUC-2002, DUC-2004)
in our experiments.

1 Introduction

Document summarization has been the focus of many researchers for the last decade,
due to the increase in on-line information and the need to find the most important
information in a (set of) document(s). There are different approaches to generate
summaries depending on the task the summarization is required for. Summarization
approaches usually fall into 3 categories (Mani and Maybury, 1999):

—  Surface-level approaches tend to represent information in terms of shallow fea-
tures, which are then selectively combined together to yield a salience function
used to extract information;

—  Entity-level approaches build an internal representation for text, modeling text
entities and their relationships. These approaches tend to represent patterns of
connectivity in the text (e.g., graph topology to help determine what is salient);

—  Discourse-level approaches model the global structure of the text, and its relation
to communicative goals.

Some approaches mix between two or more of the features of the above mentioned
approaches, and the approaches discussed in this paper fall in that category, since they
involve both surface and entity levels’ features.
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2 Background and Related Work

2.1 ExtraNews

In our study, we considered the work done at LARIS laboratory (Fatma et al., 2004).
In this approach (called ExtraNews) summarization is considered as an optimization
problem. A set of summaries is generated randomly and then a Genetic Algorithm is
utilized to come up with a good summary. They use a fitness function that depends on
three different factors. The first factor wl is related to the length of the summary, in
which the length of the summary is tested against the required target length, as shown
in the following equation:
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where L(ph)) is the length of sentence i; Ly is the target summary length set by the user
and m is the number of sentences in the summary.

The second factor w, pertains to the coverage criterion. It calculates how many of
the original keywords have been captured in the target summary:
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where M,,, represents the keywords in the summary and M, represents the keywords
in the source document-set.

The last factor w; is associated with the weight criterion. It is the fraction of the
sum of weights of all sentences in the summary to the maximal summary weight in the

population:
2.y
= (3)
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where P, is the weight of a sentence of the summary and Max(P,,,) is the maximum
summary weight in the population. It was not mentioned, however, in (Fatma et al.,
2004) how the weight of the sentence is calculated. For this reason, we choose to use a
cosine similarity measure (Salton et al., 1997) to weight each sentence, in which the
summary and each sentence in the summary are represented as vectors of terms and
then the weight is calculated from the following formula:
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where: D;, D, are documents 1 and 2 respectively, and d,, d; are the term vectors of
documents 1 and 2 respectively.

It is also important to note that (Fatma et al., 2004) did not mention how the above
three coefficients were composed together to form the fitness function. So, we as-
sumed that the fitness function is the product of all coefficients.

ExtraNews system ranked very well in tasks 4 (creating a short summary for Eng-
lish translations of a document cluster) and 5 (creating a short summary from a docu-
ment cluster answering the question “Who is X?” where X is a name of a per-
son/Group of people) of the Data Understanding Conference (DUC-2004) tasks. It
ranked above average in task 2 (creating a short summary for each document cluster)
and in task 3a (creating a very short summary for automatic English translation of a
document cluster). However, it ranked badly in tasks 1 (creating a very short summary
for English translation of a document cluster) and 3b (creating a very short summary
for manual English translation of a document cluster) (Over, 2002). They attributed
the last bad results to the fact that the phrases considered in the segmentation process
are not very well suitable for very short summaries.

2.2 Our Randomized Algorithms

Randomized algorithms have played a vital role in the past three decades in solving
many fundamental problems of computing efficiently. Many problems have been
shown to be better solvable using randomization than determinism. For examples see
(Horowitz, Sahni and Rajasekaran 1998). Algorithms such as simulated annealing that
have proven very effective in solving some intractable problems in practice are exam-
ples of randomized algorithms. Both in practice and theory randomization has resulted
in the design of efficient algorithms.

One popular theme in randomization has been that of sampling. In its simplest
form sampling can be defined as follows. Say we want to measure a certain character-
istic C from a dataset D. We could do this by processing all the points in D. Alterna-
tively we could pick a random subset D’ (called the sample) of D, measure the same
characteristic in D', and from this sample measurement infer the value of the charac-
teristic in D. Preferably, we should be able to infer this value with high probability.
For a survey of sampling techniques see (Rajasekaran and Krizanc 2001). Our algo-
rithm for summarization is based on sampling. Before presenting our algorithm, we
briefly describe the approach taken in the ExtraNews system. This sys-tem employs
genetic algorithms.

The genetic algorithm for solving any optimization problem has been motivated
by Darwin’s theory of evolution and works as follows. A population of random points
from the feasible space is chosen at the beginning. The ‘fitness’ of each point is com-
puted. A new population is obtained from the old one using two operators, namely,
crossover and mutation. A crossover operation refers to taking two points in the popu-
lation and producing an ‘offspring’ point similar to the way an offspring chromosome
is produced from two parent chromosomes. Crossovers are per-formed typically be-
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tween pairs with high fitness values (with the hope that the offspring will be fitter).
The above process of producing a new population from an old one is repeated until
certain conditions are satisfied. For example, the algorithm could terminate after pro-
ducing a certain number of populations or when the best solution in the population
does not change significantly (from one population to the next).

Fatma er al. have employed genetic algorithms in the context of summarization as
follows. They first produce a population of random points. Each point is nothing but a
summary formed by random sentences picked. Fitness of each point is calculated. A
new population is then produced by using the GA operators (crossover and mutation)
from the older population and the newer population replaces the older one, and so on.
Every time a new population is formed, the best summary is kept in a safe place until a
better summary is found, then the better summary will replace the poorer summary.

We propose a randomized algorithm based on sampling. We pick a random sample
as in (Fatma er al.) and choose the best summary in this sample. The process stops
after two generations only. We employ the three criteria that Fatma ef al. have em-
ployed for measuring fitness of summaries.

It is important to mention that our approach uses the same fitness function used
with the GA as a built-in function. So, the GA is not required to run in conjunction
with our approach.

3 Data and Experimental Design

3.1 Data

We used multi-document extracts from DUC-2002 and from DUC-2004 (task 2) in
our experiment. In the corpus of DUC-2002, each of the ten information analysts from
the National Institute of Standards and Technology (NIST) chose one set of news-
wire/paper articles in the following topics (Over 2002):

— A single natural disaster event with documents created within at most a 7-day
window;

- Assingle event of any type with documents created within at most a 7-day win-
dow;

- Multiple distinct events of the same type (no time limit);

— Biographical (discuss a single person);

Each assessor chose 2 more sets of articles so that we ended up with a total of 15
document sets of each type. Each set contains about 10 documents. All documents in a
set are mainly about a specific “concept.”

The corpus of DUC-2004 (task 2) is composed of 50 TDT English news clusters.
Each cluster contains about 10 documents chosen by NIST about one single event
(Over and Yen, 2004).
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3.2 Experimental Design

A total of 59 document-sets from DUC-2002 and 50 document-sets from DUC-2004
have been used in our experiment to investigate the performance of our randomized
algorithm. We ran the Genetic Algorithm (GA) on both corpuses. Since we are com-
paring our algorithm’s performance to that of the GA, we found it more meaningful to
use the fitness function (Fatma et al., 2004) used in their GA to evaluate the quality of
our summaries as well.

4 Results

Tables 1 and 2 show a comparison between the results obtained using DUC-2002 and
DUC-2004, respectively, of GA and our RA performance in terms of quality, number
of times summaries produced faster, average quality and average time spent by each
algorithm, respectively. The experimental results show that the randomized algorithm
produced competitive results in much less time than the Genetic Algorithm.

Table 1. Comparison between GA and RA results
from the DUC-2002 data.

GA RA
# of best summaries 5/59  54/59
# of summaries produced faster 0/59  59/59
Average quality 0.129 0.152
Average time (sec) 231 136

Table 2. Comparison between GA and RA results
from the DUC-2004 data.

GA RA
# of best summaries 8/50 42/50
# of summaries produced faster 0/50  50/50
Average quality 0.041 0.051
Average time (sec) 8.4 3.5

5 Conclusions

In this paper we have presented an elegant randomized algorithm for text summariza-
tion. This algorithm is based on sampling. Our algorithm has been compared with the
Genetic Algorithm of (Fatma et al. 2004). This comparison shows that our randomized
algorithm produces summaries that are comparable in quality to those produced by
GA while taking much less time. An important open problem is to study if sampling
can be used in conjunction with other text summarization approaches to obtain similar
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speedups. We are also planning on testing our approach against the GA approach on
the DUC-2004 collection when it is ready for experimentation.
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